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ABSTRACT: In this contribution we give a review on measurement techniques which allow to measure the minority 

carrier lifetime in silicon solar cell precursors in a spatially resolved manner. The measurement of spatially resolved 

lifetime using the combination of modulated photoluminescence and photoluminescence imaging (Mod-PL calibrated 

PLI) is reviewed in detail. Based on our experience we present a canon of recommendations for the features of the 

experimental setup and the data analysis methods, which we consider to be necessary for Mod-PL calibrated PLI 

measurements. Using these recommendations the results of selected samples are checked for reproducibility, self-

consistency and cross compared to photoconductance based results. Reproducibility is observed to be better than 1 %. 

The dependence on critical input parameters like measurement frequency and calibration position is observed to be 

smaller than 5 %. Comparison to photoconductance decay measurements for a broad variety of specimen throughout 

our R&D environment reveals deviation of less than 10 % for most samples, which can partly be attributed to potential 

artifacts in the photoconductance measurements. An overview on some selected applications of temperature controlled 

Mod-PL calibrated PLI measurements in an R&D environment is given. The overview includes the applications: 

prediction of efficiency potential of silicon material, process optimization of laser processes, quantitative determination 

of metal induced recombination, quantitative determination of series resistance, determination of material specific 

temperature coefficients and classification and localization of material defects via temperature and injection dependent 

lifetime spectroscopy. 
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1 INTRODUCTION AND REVIEW 

This contribution gives an overview on the potential 

arising from temperature controlled spatially resolved 

minority carrier lifetime measurements on silicon wafers. 

In literature there is a great variety of different methods, 

which can be used to obtain spatially resolved lifetime. In 

the past years we have developed a measurement setup and 

an evaluation software (modulum) with the aim of 

combining those methods, which we consider to be a 

robust canon in order to obtain spatially resolved lifetimes 

and other detailed information on silicon wafers and solar 

cells. After a brief review of the existing methods for 

lifetime and spatially resolved parameter measurements in 

section 1, we treat the evaluation methods and the key 

aspects of the experimental setup, which are combined in 

modulum in detail in section 2. Experimental results, 

which support the reliability of the measurement method 

by consistency checks and cross comparison to other 

lifetime measurement techniques are shown in section 3. 

In section 4 we show application examples on various 

topics from our research and development environment. 

The recent development in detailed characterization using 

temperature dependent spatially resolved lifetime 

measurements, which is enabled by the temperature 

controlled stage of the measurement setup, is sketched in 

section 5. 

 

1.1 Review on lifetime measurement  

The injection dependent minority carrier lifetime is an 

important characterization parameter for semiconductors 

since their very discovery [1, 2] and lifetime 

measurements on silicon experienced a renaissance in the 

90s [3]. In the photovoltaic (PV) community lifetime 

measurements are used for process control in different 

manufacturing states of silicon solar cells for more than 20 

years [4]. There are various approaches to measure the 

carrier lifetime. An overview is given in [5] (section 7.4, 

7.5). The most common approach in the PV community is 

probably the monitoring of photoconductance decay [6] 

via an rf-bridge, which is often combined with measuring 

the generation rate and calculating the lifetime via the 

continuity equation in its steady-state [7] or in its 

generalized [8] form. Photoconductivity is alternatively 

often monitored by microwave reflectance [9, 10]. The 

time resolved monitoring of the photoluminescence (PL) 

signal is another approach to determine the carrier lifetime 

in semiconductors [11, 12]. For silicon there are different 

evaluation approaches, which lead from the time resolved 

PL signal to carrier lifetime. Square-wave-shaped 

excitation has been used in [13, 14]. Giesecke et al. [15] 

proposed an analysis of the time shift between excitation 

and PL signal allowing a lifetime determination without a 

priori knowledge of substrate doping. The probably most 

established approach is the self-consistent calibration of 

PL lifetime measurements, which was introduced by 

Trupke et al. [16] in 2005. This approach and some 

conceptual advances [17] (section 8.2.3) will be reviewed 

in detail in section 2. This lifetime measurement approach 

will be called modulated-PL (Mod-PL) in following. 

 

1.2 Review of spatially resolved lifetime measurements  

Spatially resolved lifetime measurements can coarsely 

be categorized into scanning and imaging techniques. 

Scanning techniques have been used from early on [18]. 

Examples are light beam induced current [19] or 

microwave detected photoconductivity (MDP) [20]. 

Scanning techniques usually directly reveal the lifetime at 

a certain position and hence do not need further 

calibration. Nevertheless they may often be rather slow, of 

little resolution or suffer from severe defects caused by 

carrier diffusion. With the evolution of infrared cameras 

imaging techniques became more frequent. Before the 
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advent of PL-imaging (PLI) [21], carrier density imaging 

(CDI) [22, 23] was conducted using free carrier absorption 

(FCA). Imaging techniques by themselves usually just 

reveal grayscale images in arbitrary units, which correlate 

to the local lifetime in a certain manner. In order to 

calibrate these images to lifetime, they have to be 

combined with a lifetime measurement technique at a 

certain position in the correct manner. This is in principle 

possible with any lifetime measurement technique. A 

commonly used procedure is the calibration of PL images 

with lifetime measurements via photoconductance [24], 

which has been improved in [14, 17] by taking the 

sensitivity of the rf-coil into account. The combination of 

PLI [21] and Mod-PL [16, 17] was proposed by Giesecke 

et al. in [25]. The key feature of this contribution is the 

correct averaging procedure. The combination of PLI and 

Mod-PL is discussed in detail in section 2. 

 

1.3 Review of electroluminescence based techniques  

If the excitation of charge carriers during 

luminescence imaging is caused by an externally applied 

voltage one speaks of electroluminescence imaging (ELI) 

[26] rather than PLI. ELI can only be applied to finished 

solar cells. In EL images resistance effects can be made 

visible. The combination of ELI and PLI allows the 

determination of the spatially resolved series resistance in 

a quantitative way by different methods [27–30]. Glatthaar 

et al. recommended a method called ‘coupled 

determination of series resistance and dark saturation 

current density’ (C-DCR) [31]. The method has been 

evaluated more closely in [32–35] and is reviewed in detail 

in section 2.5. It is also possible to measure the lifetime if 

the charge carrier excitation by the external voltage is 

modulated in time. One speaks of dynamic 

electroluminescence [36].  

 

2 DEFAULT CANON OF MEASUREMENT 

METHODS AND EXPERIMENTAL SETUP 

 This section explains the default measurement 

procedure and the evaluation models, which have been 

implemented to the above mentioned measurement setup 

(modulum) that was developed over the past years. 

 

2.1 Theory of modulated photoluminescence (Mod-PL) 

During a Mod-PL lifetime measurement [16] a silicon 

wafer is homogeneously illuminated by a homogenized 

continuous wave (cw) laser with a wavelength of around 

800 nm. The illumination intensity is modulated with a 

selectable frequency. The selection of the optimal 

frequency depends on the sample under investigation. An 

automatic detection procedure of the optimal frequency is 

part of the evaluation software. The generation rate 𝐺(𝑡) 

and the PL signal of the sample 𝜙(𝑡) are measured over 

time for a number of cycles during the overall integration 

time. Figure 5 shows an example of the measured data 

recorded at a frequency of 22 Hz. It should be noted that 

𝐺(𝑡) needs to be measured in absolute units, while it 

suffices to measure 𝜙(𝑡) in arbitrary units. In order to 

determine 𝐺(𝑡) the photon flux impinging on the sample 

𝑗𝛾(𝑡) is measured by the experimental setup and the 

generation rate is determined via: 

𝐺(𝑡) =
𝑗𝛾(1 − 𝑅)

𝑊
 (1) 

where 𝑅 is the front reflectance and 𝑊 is the thickness of 

the sample. The determination of the injection dependent 

lifetime is based on equation (2) and (3), which follow 

from the continuity equation and the fact that the radiative 

recombination rate is proportional to the product of the 

electron and hole densities [37]. 

Δ𝑛(𝑡) =  
−𝑎 ⋅ 𝑁𝑑𝑜𝑝 +  √𝑎2 ⋅ 𝑁𝑑𝑜𝑝

2 + 4𝑎 ⋅ 𝜙(𝑡)

2𝑎
 

(2) 

𝜏(Δ𝑛(𝑡)) =  
Δ𝑛(𝑡)

𝐺(𝑡) −  
𝜕Δ𝑛(𝑡)

𝜕𝑡

 
(3) 

Equation (2) relates the excess carrier density Δ𝑛 to the PL 

signal 𝜙(𝑡) via the sample doping 𝑁𝑑𝑜𝑝 and a calibration 

factor 𝑎. Equation (3) relates the lifetime 𝜏 to the excess 

carrier density via the generation rate. The knowledge of 

the calibration factor would hence allow the determination 

of the injection dependent lifetime directly from the 

measured PL signal. Unfortunately the factor 𝑎 depends 

on the experimental setup and additionally on the optical 

properties of the sample in a complicated way [38]. The 

key idea of the self-consistent calibration approach is that 

the measured data is decomposed into an increasing part 

𝐺𝑢𝑝(𝑡), 𝜙𝑢𝑝(𝑡) and a decreasing part 𝐺𝑑𝑜𝑤𝑛(𝑡),

𝜙𝑑𝑜𝑤𝑛(𝑡). For reasons of consistency both parts need to 

lead to the same result. They need to be free of hysteresis. 

The calibration factor 𝑎 is now determined by guessing it 

iteratively until the difference between the increasing and 

the decreasing part is minimized. The calibration factor 𝑎 

contains the coefficient of radiative recombination 𝐵. It 

was shown in [39] that 𝐵 depends on the excess carrier 

density itself. Since the dependence is known the 

calibration factor 𝑎 is parameterized according to [17] 

(appendix A.5). This way the evaluation procedure takes 

the dependence 𝑎(Δ𝑛) into account. Figure 6 shows an 

example of the injection dependent lifetime evaluated by 

this procedure. 

 

2.2 Luminescence imaging (PLI) 

Steady state luminescence imaging [21, 26] makes use 

of the fact that the spatially resolved luminescence signal 

𝜑xy detected by a camera is proportional to the local 

product of electron density 𝑛 and hole density 𝑝 while the 

sample is illuminated with an irradiation causing a 

constant generation rate 𝐺0: 

𝜑xy = 𝐴 ⋅  𝑛xy𝑝xy = 𝐴 ⋅ Δ𝑛xy(Δ𝑛xy +  𝑁𝑑𝑜𝑝) (4) 

Here 𝐴 is a calibration factor depending on the setup and 

the sample properties. Note that this is different to the 

previously mentioned factor 𝑎, because two different 

signals respectively detectors are addressed. Assuming the 

steady-state condition and no lateral currents within the 

sample the generation rate 𝐺0 and the recombination rate 

𝑅 can be assumed to be equal and Δ𝑛 can be expressed 

through a local lifetime 𝜏xy via Δ𝑛𝑥𝑦 = 𝐺0𝜏𝑥𝑦. It hence 

follows that the local luminescence intensity is connected 

to the local lifetime via: 

𝜑xy = 𝐴 ⋅ 𝐺0τxy(𝐺0τxy +  𝑁𝑑𝑜𝑝) (5) 

It should be noted that the absence of lateral current is not 

always strictly given as discussed in [40]. Nevertheless 

this is negligible for most relevant cases. The knowledge 

of the calibration factor 𝐴 would give direct access to the 

spatially resolved lifetime. It´s determination procedure is 

described in the following. 

 

2.3 Spatially resolved lifetime 

The method, which measures the spatially resolved 

lifetime combining PLI and Mod-PL will be called ‘Mod-
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PL calibrated PLI’ in the following. The injection 

dependent lifetime 𝜏(Δ𝑛) measured by Mod-PL can 

equally be interpreted as generation dependent lifetime 

𝜏(𝐺). The constant illumination of the sample during the 

PLI measurement gives rise to a constant generation rate 

𝐺0. The lifetime evaluated at this very generation rate shall 

be called 𝜏𝑄𝑆𝑆𝐿 = 𝜏(𝐺)|𝐺=𝐺0
. The Mod-PL detector has a 

certain field of view relative to the camera used for the PLI 

measurement. The field of view from one of our laboratory 

setups is illustrated in Figure 1. It can be quantified by a 

sensitivity function 𝑆𝑥𝑦, which fulfills ∑ 𝑆𝑥𝑦𝑥𝑦 = 1. The 

key idea of Mod-PL calibrated PLI is to apply the correct 

relation between 𝜏𝑄𝑆𝑆𝐿 an the local lifetimes 𝜏𝑥𝑦. As 

shown and derived in [25] it is not correct that 𝜏𝑄𝑆𝑆𝐿 is a 

sensitivity weighted arithmetic mean of the local lifetimes 

as one might intuitively expect. It is rather related to the 

local lifetimes via an intensity weighted mean according 

to:  

𝜏𝑄𝑆𝑆𝐿 =  
∑ (𝑆𝑥𝑦𝜏𝑒𝑓𝑓,𝑥𝑦

2)𝑖

∑ (𝑆𝑥𝑦𝜏𝑒𝑓𝑓,𝑥𝑦)𝑖

 (6) 

This can qualitatively be understood by considering that 

high lifetime regions emit more luminescence light and 

hence contribute more strongly to the signal 𝜙(𝑡) detected 

by the Mod-PL detector. Combining equation (5) and 

equation (6) will result in an equation where the calibration 

factor 𝐴 is the only unknown, which has to be solved 

numerically. The knowledge of 𝐴 then directly allows to 

calculate the spatially resolved lifetime and the spatially 

resolved excess carrier density at the given generation rate 

𝐺0 from equation (4) and (5). It should be noted that the 

factor 𝐴 is not strictly independent from position, because 

(same as the other calibration factor 𝑎) it depends on the 

excess carrier density itself. Again this is taken into 

account by an iterative evaluation procedure. 

If the local excess carrier density Δ𝑛𝑥𝑦 is known it is 

straightforward to calculate the local implied voltage 

𝑖𝑉𝑜𝑐,𝑥𝑦 according to: 

𝑖𝑉𝑜𝑐,𝑥𝑦 =  𝑉t ln (
𝛥𝑛𝑥𝑦 ⋅ (𝛥𝑛𝑥𝑦 +  𝑁dop)

𝑛i,𝑥𝑦
2

) (7) 

Here 𝑉𝑡  is the temperature voltage and 𝑛i the intrinsic 

carrier density. The intrinsic carrier density is considered 

to be position dependent in equation (7), because doping- 

and injection-dependent band gap narrowing is taken into 

account according to Schenk [41]. 

In some cases it can be useful to represent the iVoc image 

in terms of dark saturation current density 𝑗0,𝑥𝑦. Again this 

is straight forward. If a one diode behavior is assumed 𝑗0,𝑥𝑦 

calculates via: 

𝑗0,𝑥𝑦 =  𝑗gen ⋅ 𝑒
−

𝑖𝑉oc,𝑥𝑦
𝑉t

⁄
 (8) 

where the generation current 𝑗gen is calculated from the 

measured generation rate. 

 

2.4 Lifetime imaging at different illumination levels 

A series of lifetime images of one wafer at different 

illumination levels is the experimental input, which is 

needed for an efficiency limiting bulk recombination 

analysis (ELBA) [42, 43]. A series of voltage images 

(often referred to as Suns-PLI [44, 45]) is needed for a 

determination of the local pseudo fill factor. 

                                                                 
1 1 sun is defined as a photon flux of 2.5 ⋅
1017 photons/(cm2 ⋅ s) impinging on the sample. 

There are two ways this series can be obtained. In both 

cases a series of 𝑁 PL-images at different generation rates 

𝐺0,𝑖 (𝑖 running from 1 to 𝑁) is needed. Intuitively one 

might now apply Mod-PL calibrated PLI to each of these 

images separately. That is determining 𝑁 calibration 

factors 𝐴𝑖 by using 𝑁 different lifetimes 𝜏𝑄𝑆𝑆𝐿,𝑖. The 

different calibration factors 𝐴𝑖 obtained by this procedure 

should be equal within the measurement uncertainty. 

Nevertheless it shows that the uncertainty of 𝜏𝑄𝑆𝑆𝐿 

becomes large for low generation rates. It is hence 

recommended and implemented as the default procedure 

to our evaluation software that one obtains only a single 

calibration factor at a rather high illumination level (an 

illumination of 1 sun1 might serve as a rule of thumb). 

Intuitively one might directly insert this calibration factor 

to equation (4), (5) and (7) to calculate the desired images.  

Nevertheless the dependence of the calibration factor to 

excess carrier density has to be taken into account here as 

well, which is done by the evaluation software of 

modulum using the parameterization of [17] (appendix 

A.5). 

 

2.5 Electroluminescence imaging and series resistance 

An external contacting frame connected to a source-

sink allows combining ELI and PLI and the determination 

of local series resistance 𝑅𝑆,𝑥𝑦 and dark saturation current 

density 𝑗0,𝑥𝑦 via C-DCR [31]. Four images at different 

working points along the IV-curve are recorded. One at 

low illumination and open circuit 𝜑𝑙𝑜𝑤,𝑜𝑐,𝑥𝑦 (0.2 suns) is 

used to determine a factor 𝐶𝑥𝑦 via: 

𝐶𝑥𝑦 =  𝜑low,oc,𝑥𝑦 ⋅ 𝑒
−

𝑉term
𝑉t

⁄
 (9) 

Here 𝑉term is the terminal voltage measured by the source-

sink. Two other images at high illumination (1 sun) and 

two different working points 𝜑high,25,𝑥𝑦 and 𝜑high,75,𝑥𝑦 

are recorded. A forth image is recorded at high 

illumination and short circuit 𝜑high,𝑗sc,𝑥𝑦. In order to take 

diffusion limited carriers into account the image at short 

circuit is subtracted from the  images at the working points 

leaving two ‘net-images’ 𝜑net,25,𝑥𝑦 and 𝜑net,75,𝑥𝑦. These 

‘net-images’ are calibrated to voltage using the previously 

obtained factor 𝐶𝑥𝑦, which then results in two voltage 

images 𝑉25,𝑥𝑦 and 𝑉75,𝑥𝑦. Now a system of two equations 

follows directly from Ohm´s law and a terminal connected 

diode assumption: 

𝑅𝑥𝑦 =  
𝑉term,𝑖 − 𝑉25,𝑖

𝑗0,𝑥𝑦𝑒
𝑉𝑖,𝑥𝑦

𝑉t
⁄

− 𝑗𝑠𝑐

 
(10) 

Here the index 𝑖 runs through the two working points 25 

and 75 and the terminal voltages and 𝑗𝑠𝑐 is measured by 

the source-sink. The system of two equations can be 

solved with respect to their two unknowns 𝑅𝑥𝑦 and 𝑗0,𝑥𝑦. 

The solution is written down in [46] (section 7.1) and 

implemented into the evaluation software modulum. 

 

2.6 Key aspects of the experimental setup 

While a typical PL-EL imaging setup is described in 

[47] (apart from numerous variations, which are 

commercially available) and the evolution of  a setup used 

for Mod-PL lifetime measurements is described in  [17] 

(chapter 7), we will give a brief overview on the key 

hardware aspects of the combined setup (modulum) here. 
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PL imaging: The photoexcitation is realized by fiber-

coupled 808 nm diode laser. The fiber is coupled into a 

beam shaper which homogeneously illuminates an area of 

180 x 180 mm² with a deviation of less than 10% 

throughout the area. A short pass filter is placed behind the 

beam shaper in order to avoid light of larger wavelength to 

escape from the beam shaper. The impinging photon flux 

is measured by a diode, which is initially calibrated by a 

WPVS reference cell calibrated by Fraunhofer ISE 

CalLab. The wafers are placed on a chuck of non-

luminescent material. Special care is taken to avoid any 

luminescent material within the whole measurement 

chamber. The luminescence emitted from the wafer is 

detected by a silicon CCD camera positioned above the 

chuck. A stack of filters is positioned in front of the camera 

in order to make sure that only light between 950 nm and 

1000 nm is detected.  

Mod-PL: The modulated photoexcitation is realized by the 

same laser/beam shaper unit as in PLI. The luminescence 

signal is detected by a detection unit which consists of a 

photosensitive diode, a filter stack similar to the one in 

front of the camera and an infrared lens. The optics of the 

detection unit leads to a field of view, which is visualized 

in Figure 1.  

Chuck and temperature control: For standard 

measurements the chuck is kept at 25°C which is realized 

by temperature controlled water running through a cooling 

block below the chuck, which is thermally connected to 

the chuck’s surface. A very recent feature of the setup is 

its ability to control temperature between 15°C and 200°C. 

Up to 80°C this is realized by Peltier elements placed 

between the cooling block and the chuck surface. Above 

80°C this is realized by electrical heating elements directly 

under the chuck surface. Peltier and heating elements are 

controlled by a pulse width modulation (PWM) unit. The 

temperature measurement is realized by a Pt-100 element 

placed directly underneath the chuck’s surface. 

 
Figure 1: Field of view of the Mod-PL detector 

measured on one of our laboratory setups with an area 

of 160 x 160 mm² 

 
Figure 2: Photo of the contacting unit 

 
Figure 3: Sketch of the bending simulation (taken from 

[48]). 

Contacting unit: A special contacting unit for ELI has been 

designed, which enables contacting cells with 3 to 6 

busbars. A photograph is shown in Figure 2. The special 

design focused on three aspects. Firstly the height of the 

contacting bars was kept as low as possible in order to 

avoid shadowing originating from the camera perspective. 

Secondly the brass contacting bars were coated and 

covered with non-luminescent material. Thirdly the 

impact of external contacting errors [33] was reduced as 

far as possible. This was done by increasing the number of 

load pins on the one hand. On the other hand simulations 

on the bending induced by the force of the contacting pins 

were performed (see Figure 3). The contacting bars were 

then constructed with an intentional convex bow in order 

to compensate the bending. Details on the design can be 

found in [48]. 

 

3 EXPERIMENTAL RESULTS AND VALIDATION 

APPROACHES 

In this section the results of an experiment are shown, 

in order to validate the Mod-PL calibrated PLI 

measurement procedure. Lifetime results are cross 

compared to results obtained by QSSPC measurements 

and the consistency of the Mod-PL calibrated PLI method 

is investigated. 

 

3.1 Design of experiment 

10 silicon wafers in different processing states are 

chosen from our R&D environment. The wafers are 

chosen in order to represent a broad range of possible 

specimen. They feature different materials, different 

surface morphologies, differently passivated or doped 

surfaces, different wafer formats (including one 

intentionally broken wafer) and different overall lifetime 

regimes. Wafers 9 and 10 are metallized at the rear side. 

The PL images of the wafers scaled in arbitrary units are 

shown in Figure 4.  
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Figure 4: PL images of the wafers used for the 

validation experiment (scaled in arbitrary units, image 

size approx. 160 x 160 mm²). 

Photoconductance decay measurements (often referred to 

as QSSPC) were conducted via a commercially available 

setup (WCT-120) on wafers 1-8. Mod-PL calibrated PLI 

measurements were conducted on one of our laboratory 

setups. The base doping, the thickness and the reflectance, 

which are necessary input parameters, were measured 

inductively, via capacitance and via an Ulbricht sphere 

respectively. 

 

3.2 Reproducibility and consistency 

Reproducibility: Reproducibility was checked on 3 

wafers featuring different lifetime regimes (1, 4 and 6 from 

Figure 4). 10 consecutive Mod-PL measurements were 

carried out. The measured lifetimes at one specified 

minority carrier density (spec. MCD) are plotted in  Figure 

7. The deviation of a single measurement from the mean 

of the 10 consecutive measurements is plotted in Figure 8. 

As an illustrative example the Mod-PL raw data and the 

injection dependent lifetime of sample 1 is plotted in 

Figure 5 and Figure 6. 

 
Figure 5: Generation and luminescence signal of 

sample 1 

 
Figure 6: Injection dependent lifetime of sample 1 

 
Figure 7: Lifetime at a specified MCD of samples 1, 4 

and 6 measured by 10 consecutive measurements; (d) 

deviation of each single value from the mean value of 

the 10 measurements 
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Figure 8: Deviation of each single value from the mean 

value of the 10 measurements 

Consistency (frequency independence): In order to check 

whether the results are independent of the selected 

frequency during the Mod-PL measurement, samples 1, 4 

and 6 were measured with different frequencies. The 

selected frequencies were varied around the automatically 

determined frequency (see section 2.1). Figure 9 shows 

lifetime results for consecutive Mod-PL measurements 

with different frequencies. Figure 10 shows the deviation 

of the single measurement with respect to the 

measurement with automatically determined frequency. 

 
Figure 9: Lifetime at a specified MCD of sample 1, 4 

and 6 measured with different frequencies. The error 

bars indicate a 10 % interval. 

 
Figure 10: Deviation of the single measurements with 

respect to the lifetime measured with automatically 

detected frequency. 

Consistency (independence of calibration position): A 

claim of the Mod-PL calibrated PLI method is that the 

lifetime images obtained by the method are independent of 

the calibration position. In order to check that, samples 4, 

9 and 10 have been calibrated at different positions. While 

sample 4 represents a wafer with a rather homogeneous 

lifetime distribution, samples 9 and 10 intentionally 

represent wafers with an extremely inhomogeneous 

lifetime distribution. Figure 11 shows the lifetimes at a 

specified region of interest, that have been obtained by 

performing Mod-PL calibrated PLI at 9 different 

calibration positions. Figure 12 shows the deviation of the 

individual values from their mean value. 

 

 
Figure 11: Lifetime of samples 4, 9 and 10 at a specified 

region of interest measured by Mod-PL calibrated PLI 

at different calibration positions (the error bars indicate 

a 10 % interval) 



Presented at the 37th European PV Solar Energy Conference and Exhibition, 7-11 September 2020 

 

 
Figure 12: Deviation of the single values from their 

mean value 

3.3 Comparison of Mod-PL calibrated PLI and QSSPC 

calibrated PLI  

The samples 1-8 were measured with PLI, Mod-PLI and 

QSSPC. The PL images were calibrated with Mod-PL and 

with QSSPC. The lifetimes in the center of the obtained 

lifetime images are shown in Figure 14a). The deviation of 

the corresponding lifetime values from each other are shown 

in Figure 14 b). 

 
Figure 13: Lifetimes of sample 1-8 evaluated at the 

center of the lifetime images calibrated with Mod-PL 

and QSSPC respectively 

 
Figure 14: Deviation of the values from each other. 

3.4 Discussion of results 

As shown in Figure 8 the deviation of consecutive 

measurements are lower than one percent.  

Figure 9 and Figure 10 show that the results slightly 

depend on the selected frequency. Ideally they should be 

completely independent of the selected frequency. 

Nevertheless the observed dependency is weak and the 

deviation with respect to the automatically determined 

frequency is below 5 %. Furthermore it is not expected that 

the results are completely independent of the modulation 

frequency. The cycle time has to be large compared to the 

sample lifetime. High modulation frequencies (short cycle 

times) may lead to a deviation of the quasi steady state 

condition if sample lifetimes are high. On the other hand 

low frequencies (high cycle time) will induce large 

measurement errors if sample lifetimes are low. 

The results in Figure 11 and Figure 12 indicate that 

different calibration positions lead to deviation of less than 

5 %. It should be noted that all possible artifacts of PLI 

(including camera vignette [49] and laser inhomogeneity 

[50]) and many possible artifacts of the Mod-PL 

measurements will lead to a dependence of the result from 

its calibration position. Combined with the fact that the 

wafers measured in this experiment were intentionally 

chosen to feature extreme lateral inhomogeneity the 

deviation of less than 5 % can be considered an excellent 

indication of the method’s robustness. 

Figure 14 shows that the deviation between the two 

measurement methods is smaller than 20 % (except for 

sample 8). In the first place it has to be mentioned that both 

methods (Mod-PL and QSSPC) may equally be subject to 

measurement uncertainties, so a deviation of a Mod-PL 

result from a QSSPC measurement does not necessarily 

need to be caused by artifacts originating from the Mod-

PL measurement. An investigation by McIntosh et al. [51] 

concludes an error of around 5 to 10 % for the QSSPC 

measurements investigated in his work. Nevertheless the 

measurements undertaken in his work used a special 

calibration procedure for the WCT-120 instrument. The 

results of this work have been measured with the usual 

calibration procedure suggested by the manual of the 

commercially available instrument. Moreover it has 

recently been found, that the thickness differences 

between calibration wafers and sample wafers may cause 

a systematic error in the QSSPC measurements [52]. These 

facts could indicate that the uncertainty in the QSSPC 

measurements presented here is slightly larger than 10 % 
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and that the deviation is mainly caused by uncertainties of 

the QSSPC measurement. An uncertainty investigation of 

a measurement procedure, which is similar to the Mod-PL 

procedure described in this work can be found in [53]. 

Regarding these possible sources of uncertainty the 

agreement observed in Figure 14 can be considered to be 

very good. Sample 8 shows a large deviation. Large 

deviations between the measurement methods for multi 

crystalline wafers have already been observed by Giesecke 

(see [17] appendix C). There it is argued that the results 

are an indication (not a proof) for the fact that potential 

barriers at grain boundaries might lead to a 

misinterpretation of the results obtained by 

photoconductivity. 

 

4 APPLICATION EXAMPLES FROM R&D 

 This section covers examples from our R&D 

environment, in which Mod-PL calibrated PLI is used.  

 

4.1 Material analysis using ELBA 

Mod-PL calibrated PLI allows to obtain a series of 

lifetime images at different illumination levels. It hence 

measures an injection dependent lifetime curve at each 

position of the wafer (image pixel). If these measurements 

are conducted on ideally passivated wafers it is possible to 

predict the efficiency potential of the investigated silicon 

material by an efficiency limiting bulk recombination 

analysis (ELBA) [42, 43]. In an ELBA the injection 

dependent bulk lifetime information is fed into a solar cell 

simulation model in order to predict the efficiency 

potential. The modulum evaluation software features a 

direct interface to the simulation environment Quokka 3 

[54, 55], which allows an ELBA directly after the data 

acquisition. Schindler et al. [56] used an ELBA in order to 

predict the efficiency potential of different multi 

crystalline (mc) materials for TOPCon processing in 2017 

(see Figure 15) . The selection of the material with the 

highest efficiency potential enabled by the ELBA allowed 

the fabrication of a 22.3 % mc-Solar cell [57], which 

represented a world record at the time. 

 
Figure 15: Visualization of ELBA results on 3 different 

mc-materials. 

In a more recent study Schubert et al. [58] used ELBA to 

investigate the potential of seed manipulated (SMART) 

[59] material. An efficiency potential of 23.3 % is 

predicted by the ELBA and confirmed on the actual solar 

cells manufactured from the material. 

 

4.2 Process optimization of laser doped selective emitter  

Quantitative spatially resolved lifetime and iVoc 

measurements are continuously used for process 

optimization in our R&D environment. The great benefit 

of the spatially resolved nature of the measurement is that 

a large number of process parameters can be realized on a 

single wafer. Figure 16 shows an example in which Mod-

PL calibrated PLI is used for the optimization of a laser 

doped selective emitter (LDSE) [60] process. 49 test fields 

are realized on one wafer with a passivated rear side and a 

phosphorous emitter plus phosphorous silicon glass (PSG) 

on the front. The emitter has been selectively doped using 

the PSG as a phosphorous source applying eight laser 

powers (a, b, …, f) and four different pitches (a, …, d). 

Each set of these 32 parameter variations has been applied 

to one test field. The test fields 1, 3, 5, 7, 15, 17, 19, 21, … 

are left unprocessed. A key idea of this test field geometry 

is that the unprocessed fields can serve as reference in 

order to correct for wafer inhomogeneity which is not 

process induced. A detailed presentation of the laser 

process optimization procedure using Mod-PL calibrated 

PLI involving a broad parameter variation and different 

laser processes will be published in a follow up paper. 

 
Figure 16: Visualization of process parameter 

optimization. The image on the right shows an iVoc map 

of a wafer which was exposed to different LDSE 

parameters. In order to illustrate the key idea the 

parameters of the upper left nine fields are shown on 

the left. 

Experiment designs like the one sketched in Figure 16 

directly allow to attribute a voltage or a process induced 

voltage loss to a set of process parameters. 

 

4.3 Metallization induced recombination losses 

One benefit of lifetime measurements by Mod-PL over 

lifetime measurements by photoconductivity is that Mod-

PL allows to measure metallized samples. This allows a 

very straight forward and simple approach to estimate the 

emitter saturation current density at the metallization 

𝑗0e,met by realizing different metallization fractions on one 

wafer. Figure 17 shows an example layout of a wafer, 

which was metallized with different metallization 

fractions 𝐹 on the rear side. The diode saturation current 

density 𝑗0,𝑥𝑦 has been calculated via equation (8) and is 

shown in Figure 18. If a strongly simplified area weighted 

behavior (similar to the one proposed in [61]) is assumed 

one can write: 

𝑗0 = 𝑗base,rear +  𝑗0e,pass

+ 𝐹(𝑗0e,met −  𝑗0e,pass) 
(11) 

Plotting 𝑗0 against 𝐹 and evaluating the slope of the linear 

fit then directly reveals the term (𝑗0e,met −  𝑗0e,pass). The 

example in Figure 19 reveals a slope of 1024 fA/cm². With 

 𝑗0e,pass = 60 fA/cm² this corresponds to a 𝑗0e,met of 

roughly 1100 fA/cm². 
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Figure 17: Test field layout for the investigated 

sample. 

 
Figure 18: Image of the diode saturation current 

density measured by Mod-PL calibrated PLI. 

 
Figure 19: Sketch of simplified procedure for the 

determination of 𝑗0e,met by Mod-PL calibrated PLI. 

The diode saturation current density is plotted against 

the metallization fraction. The slope of a linear fit 

allows to determine 𝑗0e,met. 

It has to be pronounced that the above method makes some 

strongly simplifying assumptions. A much more 

sophisticated approach, which involves the simulation of 

the excess carrier distribution and a design of experiment 

where an interpolation scheme for the test field layout is 

applied, can be found in [62, 63]. In [63] a value of 𝑗0e,met 

of 1330 ± 190 fA/cm² has been determined for the same 

sample type. While the value of [63] is surely more 

precise, the method sketched above provides a very simple 

approach, which still reveals quantitative information with 

an accuracy, which is sufficient for many applications. 

 

4.4 Cell analysis via C-DCR 

The presence of a properly designed contacting unit 

and a source-sink, which allows to control the solar cell’s 

working point in current and in voltage mode, enables the 

acquisition of the images that are needed for a C-DCR 

evaluation (see section 2.5). The spatially resolved nature 

of series resistance images calculated via the C-DCR 

approach are useful in order to differentiate quickly 

between fill factor losses that are caused by grid failures 

or those that are caused by an improper formation of the 

metal semiconductor contact. Figure 20 illustrates the 

benefit of the C-DCR evaluation. It shows images of the 

spatially resolved series resistance of two PERC solar 

cells. The cells have been equally processed apart from the 

fact that the right cell has been exposed to laser enhanced 

contact optimization (LECO) [64] after the firing step. 

Figure 20 (left) shows signatures, which can clearly be 

attributed to an improper metal semiconductor contact, 

and the cell features a fill factor of 20 %. The identification 

of the improper contact motivated the application of 

LECO to the other cells from that batch. Figure 20 (right) 

shows the series resistance obtained after the LECO 

process, and the cell features a fill factor of 78.5 %. Figure 

20 (right) now allows to attribute the remaining fill factor 

losses to imperfections in the grid. 

 

  
Figure 20: Series resistance image calculated by C-

DCR of: (left) a PERC solar cell featuring grid failures 

and an improper metal semiconductor contact; (right) a 

PERC cell manufactured with the same processing but 

with an additional LECO step. 

5 RECENT DEVELOPMENT USING 

TEMPERATURE CONTROLLED MEASUREMENTS 

 Mod-PL calibrated PL images can in principle be 

obtained at any wafer temperature if the measurement 

setup allows to control and measure the wafer temperature. 

The ability to control temperature has been used in recent 

works to obtain spatially resolved information about 

temperature coefficients and to allow defect classification 

and localization. The works will be sketched in the 

following. 

 

5.1 Spatially resolved temperature coefficients 

Eberle et al. recently used injection dependent lifetime 

images obtained by Mod-PL calibrated PLI at different 

temperatures to get spatially resolved information on 

temperature coefficients [65] and to predict the local 

temperature dependent performance of solar cells [66]. 
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This is done by combining the temperature dependent 

measurements with an ELBA. A part of the necessary 

measurements are shown in Figure 21. Example results of 

the spatially resolved temperature coefficients adopted 

from [66] are shown in Figure 22. Via this approach, the 

physics behind local temperature sensitivities of the bulk 

can be studied e.g. showing decreased temperature 

sensitivity in low-quality areas of mc-Si, which might be 

caused by impurities and their SRH characteristics. 

 

 

 
Figure 21: Injection and temperature dependent 

lifetime maps, which serve as the measurement data 

needed to obtain local temperature coefficients of the 

material. 

 
Figure 22: Images of the temperature coefficients of the 

material potential. (Details can be found in [66]) 

5.2 Defect classification and localization 

Temperature and injection dependent PLI (TIDPLI) 

has recently been shown to be a powerful method for the 

classification and localization of defects [67, 68]. Figure 

23 shows injection dependent lifetime curves evaluated 

from Mod-PL calibrated PLI images taken at temperatures 

up to 150°C. These curves directly allow the extraction of 

defect parameter solution surfaces (DPSS) [69]. The 

analysis of the DPSS intersection allows the determination 

of the defect parameters: capture cross sections ratio 𝑘 and 

energy level 𝐸𝑡. A correspondence of these parameters 

with literature values allows spatially resolved defect 

classification. Details on this procedure will be given in an 

upcoming publication by Post et al.. 

 

 
Figure 23: Injection dependent lifetime curves 

evaluated at different temperatures at one position of a 

multicrystalline wafer. 

6 SUMMARY AND OUTLOOK 

In this work we presented a canon of evaluation 

methods which is used for spatially resolved lifetime 

measurements via Mod-PL calibrated PLI. A 

measurement setup (modulum) providing the necessary 

hardware and featuring the canon of evaluation methods in 

its software has been developed over the past years. The 

setup allows to perform contacted ELI measurements and 

measurements at controlled temperatures between 15°C 

and 200°C. Lifetime measurements have been performed 

with the setup and have been checked for consistency and 

by a cross comparison to photoconductance based lifetime 

measurements. The tests revealed excellent reproducibility 

(<1 %) and a very robust behavior with respect to critical 

input parameters like frequency and calibration position 

(deviation < 5 %). Cross comparison to photoconductivity 

showed agreement within 10 % for most investigated 

samples. The deviations are partly attributed to the 

photoconductivity measurement. 

An overview of the potential of temperature controlled 

spatially resolved lifetime measurements by Mod-PL 

calibrated PLI was given including the applications: 

efficiency prediction of silicon material, laser process 

optimization, quantitative determination of metal induced 

recombination, spatially resolved determination of series 

resistance, determination of material specific temperature 

coefficients and defect classification and localization by 

TIDPLI. 
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